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• ESnet supports the DOE 
scientific research 
ecosystem.

• Interconnects all national 
labs and user facilities

• Provides reliable, 
high-performance 
connectivity to global 
research collaborations, 
the Cloud, and the larger 
Internet. 

ESnet is the DOE’S data circulatory system…
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ESnet’s Vision 
Scientific progress will be completely 
unconstrained by the physical 
location of instruments, people, 
computational resources, or data.

ESnet’s Mission 
Networking that accelerates science.

…and the stage for a global science laboratory.
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ESnet by the Numbers 
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*ESnet is measured and expected to provide 99.9% 
site uptime. The network regularly exceeds that 
standard, providing near 100% uptime to almost all 
connected sites.
**From the 2024 ESnet Site Coordinators Committee 
survey

*In U.S     ** As of April  2025

ESnet Connects

ESnet Comprises

Capabilities
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The ESnet Team

*As of June 2025



We are Part of a Larger Community
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Connecting the Dots Before the 
Elephants Trip Over Them



Our Philosophy
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• Understand Science Needs: Anticipate where science is going
– We listen to our users through requirement reviews, public forums, 

and daily interactions.
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Our Philosophy
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• Understand Science Needs: Anticipate where science is going
– We listen to our users through requirement reviews, public forums, 

and daily interactions.

• Collaborate: Work with our users to build what they need
– We develop foundational network services, add-on software 

services, and domain specific solutions.
– With our partners we rapidly prototype new concepts.

• Co-design: Consult, design, test, and support
– Deliver capabilities within the network that can be 

programmatically consumed by your scientific workflows.
– Provide solutions to control resources not only within ESnet, 

but wherever resources are consumed.
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Breaking Barriers, Linking 
Everything



DTN
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The API-Driven SENSE Architecture
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SENSE 
Orchestrator

SENSE End-to-End Model

Application Workflow 
Engine

Intent Based APIs with resource discovery, 
negotiation, and service lifecycle 
monitoring/troubleshooting

SENSE Resource ManagerRM

RM

RM
RMRM

RM
RM RM

Real-time network discovery 
infrastructure with detailed 
service ontologies.  Dynamic 
provisioning and monitoring.



AutoGOLE Testbed - Real Time Topology Model
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Supported Services by SENSE
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• Layer 2 (end-to-end)
• Layer 3 BGP
• Layer 2 Multi-point (many-to-many)
• Layer 3 BGP Multipath
• QoS (on Hosts - traffic shaping/traffic police)
• QoS (on Network devices - limited support)
• Public Cloud Access
• Realtime per service monitoring and status verification
• Automatic recovery, monitoring:

– reboot, vlan removal, port down -
noticed, alerted, auto-recovered if 
possible.

https://app.swaggerhu
b.com/apis/xi-yang/SE
NSE-RM-API/1.0.0 

https://app.swaggerhub.com/apis/xi-yang/SENSE-RM-API/1.0.0
https://app.swaggerhub.com/apis/xi-yang/SENSE-RM-API/1.0.0
https://app.swaggerhub.com/apis/xi-yang/SENSE-RM-API/1.0.0


Scientific Data Management (LHC, CMS, ATLAS)
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EJFAT: An IRI / HPDF Streaming Load Balancer
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IRI Blueprint identifies the need for real 
time streaming and compute

HPDF takes on the challenge and ESnet 
jointly develop the hardware and software 
to stream from any instrument to any LCF

Significance and Impact :
   - High performance ( Terabit scale ) streaming into supercomputers
   - Secure and IT operations friendly interconnection of different national labs
   - Reliable and high fidelity data processing and storage for better science

Collaborators: 
   ESnet , Jefferson Lab , NERSC , LBNL , ORNL = IRI
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Multi-Resource Cyberinfrastructure Services for 
Science Domain Workflows via SENSE (NRE106)
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IRI Compute Job Portability (NRE 116)

Enable tightly integrated workflows 
across experimental facilities, HPC 
systems, and high‑speed networks.

Establish unified interfaces and APIs 
for allocations, data and job 
movement, scheduling.

Support data‑intensive and 
time‑sensitive applications, like 
experiment steering and real‑time 
analytics, together with EJFAT.

Foster modularity and portability, 
allowing seamless transitions of data 
and computation jobs across 
different facilities.
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NRP, SCinet, SENSE (NRE: 119, 120, 121, 122)



K8s SENSE Operator for NRP NRE: 119, 120, 121, 122
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Building Tomorrow’s Network 
Today!
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ESnet 7 is to Build New Capabilities and Services in Support ASCR 
Strategy on IRI, HPDF, and AI for Science 

Capacity with 
Resiliency

Scale the capacity of the 
network cost-effectively while 

increasing resiliency

Network-Application 
Service Composability

Automation and 
orchestration-related 

capabilities for intelligent 
decision-making and custom 

workflow services
Artificial Intelligence for 
IT Operations AIOps
Data and analytics-driven 
systems operations leveraging 
AI/ML models

Advanced Wireless
Transform field and small 
sensor-driven science by 
deploying private 5G and LEO 
connectivity for near real-time 
data collection and processing.

In-Network Storage and 
Compute
In-network pre-processing, 
caching, and data transfer 
assists for science workflows
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In-Network Storage and Compute
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AI Working Group was formed in 2024 to collect 
information for the business case of AIOps

Infrastructure for AI

AI for Infrastructure
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AI WG Organized a Workshop 
in Feb 2025 to Produce ~30 
Work Packages

WP2 Rule Correlation WP3 Data Quality WP4 LifecycleAlertingWP1

WP6 Service Usage WP7 Business Ops WP8 Outage Notification 
ParsingData CatalogWP5

WP10 Alarm Correlation WP11 Hardware Failure 
Prediction WP12 External Configuration 

Anomaly DetectionTicket ResolutionWP9

WP14 Fast Contract Lookup WP15 Consistent Data 
Management WP16 All Data QueryCapturing Configuration 

IntentWP13

WP18 Automating 
Configuration WP19 AI Sandbox WP20 Generating RFP / 

Contracts
Automating Site 
DeploymentWP17

WP22 Ticket Summarization WP23 Federated 
Authentication WP24 Rewriting Legacy Perl 

Software 
Unified Document 
SearchWP21

WP26 Information 
Architecture WP27 Requirement 

Management WP28 Mission Support 
Management

NLP Interface to 
SystemsWP25

Dataset Unified QueryWP29
Workshop report complete in June 2025: https://doi.org/10.2172/2571672



American Science Cloud
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H.R.1 - One Big Beautiful Bill Act

Subtitle D – Energy

SEC. 50404. TRANSFORMATIONAL ARTIFICIAL INTELLIGENCE MODELS.
(a) Definitions.--In this section:

(1) American science cloud.--The term ``American science cloud'' means a system 
of United States government, academic, and private sector programs and infrastructures 
utilizing cloud computing technologies to facilitate and support scientific research, 
data sharing, and computational analysis across various disciplines while ensuring 
compliance with applicable legal, regulatory, and privacy standards.

(2) Artificial intelligence.--The term ``artificial intelligence'' has the 
meaning given the term in section 5002 of the National Artificial Intelligence 
Initiative Act of 2020 (15 U.S.C. 9401).

https://www.congress.gov/bill/119th-congress/house-bill/1/text



American Science Cloud, cont.
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https://science.osti.gov/-/media/grants/pdf/lab-announcements/2025/LAB-25-3555.pdf

“The DOE SC program in Advanced Scientific Computing Research 
(ASCR) hereby announces its interest in receiving proposals from eligible 
DOE National Laboratories to establish an integrated team to lead the 
development and deployment of AmSC. AmSC will serve as the enabling 
software and hardware infrastructure for DOE’s AI data and model 
development efforts in furtherance of SC’s mission and in fulfillment of 
Section 50404 of the OBBB Act.” - pg. 1, para. 1, ln. 2-3

Funding Details
● Expected total available funding $40m
● Expected number of awards 1-10
● Expected dollar amount of individual awards $1m - $40m
● Expected award project period 1-2 years

Anticipated Timeline for Notice of Selection for Award Negotiation
● Award selection completed by Sep 30, 2025
● Awards will be made in FY2025
● Begin work by October 20, 2025



Comments and Questions
Working across providers and science domains is 

inspiring… and step by step, the network grows 
smarter, faster, and works in perfect harmony

jbalcas@es.net


