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1. KREONET & NDeX

2. KREONET SCIERA, Hercules/LF Test

3. T/F Transfer Network

4. Globus-based DTN Transient

5. KREONET RPKI Deployment

6. Automated SDX Platform

7. New KREONET Optical Backbone Network
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• Discovery of the Higgs boson (‘13, CERN LHC)
• Detection of gravitational waves (‘17, LIGO)
• Imaging of the M87 black hole (‘18, EHT+KVN)
• First-ever capture of the black hole at the center of our galaxy (’22, KVN)
• KSTAR/ITER fusion energy research, HL-LHC, SKA/LSST for dark matter exploration
• Redefinition of the second through VLBI-based optical clock comparisons

Providing opportunities for global large-scale scientific 
collaboration based on big research facilities, high-performance 
computing, and big data in fields such as high-energy physics, 
astronomy and space science, nuclear fusion, and bio-life sciences

• National terrestrial and satellite data network & deep space exploration network
• National bio data network for secure transmission of bio-genomic data

Mission-critical national network infrastructure designed for specific 
purposes, requiring ultra-broadband, low latency, high operational 
reliability, and advanced security

Addressing national and social issues in a timely manner through data- and AI-based real-time response 
systems, supporting digital transformation based on open science, and leading the national high-
performance computing ecosystem via shared high-performance computing network infrastructure
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• National-wide 600G per wavelength
• Optical Cable: (Domestic) 3,642km, (Submarine) 81,344km 
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Trust & Identity Service

Collaborative Application Service

Network Security Service

Network Performance Monitoring Service

Large-scale Data Transfer Service

SCION Secure Backbone Service

IPv4/IPv6 Internet Service

High Performance Networking Service

Time & Frequency Transfer Service (Pilot service)

Quantum Key Distribution Service (Pilot service)

Lightpath, L2/L3 VPN, Virtual Dedicate Network, 
Science DMZ 

1

1

4

5

4

4

4

4

1 2 3 4 5

Service Maturity Level

1: Restrictive service (prototyping)
2: initial introduction stage
3: pre-commercial level (service improvement needed)
4: Commercial level (continuous feature enhancement)
5. Fully commercial level

3

KREONET In-house Development Service

2

CERT-KREONET

Key Management System (KMS)

ELSTAB

Hercules with SCION(trial)
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PAL-XFEL

Korean VLBI Network (KVN)

TEM

Global Science  Data Hub Center 
(GSDC)

Bio Data Hub AI Big Data Hub

Nano/material Data Hub

Public/Private Cloud Network

Global Data Exchange

National Supercomputing Network

KREONET

Global Science Network (Hub)

3. Trust-based access and control 
mechanism for Data exchange

1. High Performance (non-blocking) 
Optical/Packet Switching Fabric 2. Software Data eXchange

4. High-precision Operation and 
Management of Data exchange

National Data Network
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(virtual)

’23 NDeX-Busan

’24 NDeX-Seoul

’25 NDeX-Daejeon (To-be)

(virtual) Gwangju

DTN/
perfsonar

Remote 
Console

Edge 
Service

NDeX O/S

NDeXS/R 1 SDX SWNDeXS/R 2

LG U+ Cloud 
Multi Connect

“NURION”
(National 

Supercom)

“KAIROS”
(Nuclear 

Fusion Energy)

“Dream-AI”
(autonomous driving)

Meteorological 
Supercomputer

“Olaf” 
(Space)

Gwangju AI 
Datacenter

@(CLS) Cable 
Landing Station

NDeX Node



12SCION Education, Research and Academic Infrastructure (SCIERA)

SCION : inter-domain path-aware architecture
 - INTER-DOMAIN MULTIPATH ROUTING
 - PATH CONTROL
 - PATHS ARE AUTHENTICATED AT DISCOVERY AND VERIFIED AT FORWARDING
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Two Paths

- ETHZ (64-2:0:9), SWITCH (64-559), GEANT (71-20965), 
KISTI SG (71-2:0:3d), KISTI DJ (71-2:0:3b)
- ETHZ (64-2:0:9), SWITCH (64-559), GEANT (71-20965), 
KISTI AMS (71-2:0:3e), KISTI SG (71-2:0:3d), KISTI DJ (71-
2:0:3b)

• Hercules : High-volume data-transfer tool with integrated multipath capabilities and 
Performance-oriented Congestion Control (PCC)

- Linux’s express data path (XDP) socket type to bypass the traditional in-kernel 
network stack

• Lightning-Filter (LF) is a high-speed traffic filtering mechanism that performs 
authentication, rate limiting, and duplicate detection. 

- DPDK framework, enabling high-speed packet processing

10G NIC

RTT: 260ms

Ref. Aaron Bojarski, Hercules & Lightning-Filter Deployment; Tales of the Setup Process, May 2025
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Performance of different Hercules + Lightning-Filter configurations. 
(KREONET → ETHZ, 50GB file)

Hercules vs. GridFTP. 
(KREONET → ETHZ, 15 GB file)

Ref. Aaron Bojarski, Hercules & Lightning-Filter Deployment; Tales of the Setup Process, May 2025
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“Never measure anything but frequency!”
-- Arthur Schawlow

(1981 Nobel prize in Physics)

Old SI New SI
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Yb/Sr Optical clock
Yb Optical clock

Optical Frequency (Comb)
OF - RF

High Performance Network
(Large-scale data transfer)

Optical Network
(OF/RF transfer)

Italy S.Korea𝒖 "𝒇𝐘𝐛
𝐊𝐑𝐈𝐒𝐒 𝒇𝐘𝐛

𝐈𝐍𝐑𝐈𝐌 ≈10-17 or below



17

236.0km

34.8km

12.1km

Fiber-optic time and frequency distribution system
OSTT-4 (ELSTAB)
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Description

CPU 2*Intel Xeon Gold 6334 3.6Ghz, 8C
Memory 512GB(16*32GB) RAM

NVMe 30.72TB(8*3.84TB) NVMe, VROC-based RAID0
SSD 1.92TB(2*0.96TB) SSD
NIC 100G NIC(Mellanox Connect-X5 EN)

Description

Operating system Rocky 9.2
TCP algorithm Cubic

Socket buffer size approx. 2.5Gbytes (100Gbps*0.2sec*1/8byte)
Tuned for Large BDP

MTU 9000 bytes (for Jumbo frame)
Transfer tool Globus Connect Server v5.4

Monitoring tool ps, top, netstat, iperf
Bandwidth 100Gbps

<Supermicro SYS-220U-TNR server>

<DTN Hardware spec.>

<DTN Software config.>

Contact: Dr. Wontaek Hong, KREONET advancement team
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Contact: Dr. Wontaek Hong, KREONET advancement team
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• Created 186 ROAs
§ 160 prefixes for KREONET (as 1237)
§26 prefixes for KREONet2 (as17579)

• Built 2 Validators on KREONET
• Start to filter invalid route

• (News release) First RPKI Deployment, Korea

Under 5% of RPKI in Korea
(MANRS observatory)

Contact: Chanjin Park, team leader of KREONET service team
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SDX Virtualization
based on VDN

3-node ONOS Cluster
Controlling dist. SDXs

SDX Substrate &
Software info.

SDX Testbed Deployment based on KREONET-S/VDN Data aware SDX Automation Platform
- Automated Slice Provisioning for selected Peers
- Automated SDX Resource Management on         
demand of real-time Data Flows
- SDX Resource Reservation (Calendaring)
- SDX Topology Visualization with Status Info.
- Security enhanced SDX-Peer White List

Automatically Generated SDX Peer Network Slices based on the Secured White List

Contact: Dr. Dongkyun Kim, team leader of KREONET Advancement team
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Beta Service: May 2026 ~
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• More than 800G per wavelength national-wide optical backbone network

• 400G per wavelength international backbone network in Korea – North America –
(Europe)

• 100G & 400G (800G?) level user interfaces

• Pilot Service for Time & Frequency Transfer and Quantum Key Distribution

• Automation for the national-wide KREONET and GXP with NSI, SURF ultimate 
Provider Agent (SuPA) & NSO

• Trial Open Line System for a specific section (Seoul-Daejeon-Busan)

• KISTI’s 6th Generation National Supercomputer, LHC ALICE Tier1 & new CMS Tier1, 
SKA & KRSRC, LSST, DUNE …  

• AIOps: KREONET LLM (Domain Specific LLM)



Thank you.


